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Abstract

The purpose of this paper is to introduce and explore cubic soft matrix theory. Moreover we apply the notion of cubic soft matrices using the weighted arithmetic means for applications in medical diagnosis by introducing two algorithms.
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1 Introduction

There are a lots of complications, uncertainties and inexactness in models of all branches of science. Most of these models are related to human life. Several methods and techniques are introduced for handling such ambiguities. One of the fundamental concept among these techniques, was introduced by L. A. Zadeh [24] in 1965. He established the idea of a fuzzy set to handle these complications, which is the extension of the classical notion of a crisp set. A fuzzy set is characterized by a membership function \( \mu \) within the range \([0,1]\). In a fuzzy set, the truth membership value of an element is a single value between \([0,1]\). However in reality, it may not always be true that the degree of non-membership value of an element in a fuzzy set is equal to 1 minus the membership value because there may be some hesitation degree. Fuzzy set theory has many applications in major fields such as engineering, control engineering, operation research, management science, robotics and much more. There are many published papers on a fuzzy set which shows its importance and its applications to the set theory, algebra, real analysis, measure theory and topology.

An intuitionistic fuzzy set was introduced by K. Atanassov [1] (1983) which is the extension of Lotfi Zadeh’s notion of a fuzzy set. An intuitionistic fuzzy set is the generalization of fuzzy set. The elements of an intuitionistic fuzzy set have degree of memberships (as in fuzzy set) range in \([0,1]\) as well as degree of non-membership range in \([0,1]\). Thus the intuitionistic fuzzy set is characterized by membership function \( \mu \) and non-membership function by \( \nu \) with range \([0,1]\) such as yes or no (in voting system), winning or loosing (in a game), right or wrong (in making a decision) etc. De et al., (2001) [8] gave an intuitionistic fuzzy set approach in medical diagnosis using three steps such as; determination of symptoms, formulation of medical knowledge based on intuitionistic fuzzy relations, and determination of diagnosis on the basis of
composition of intuitionistic fuzzy relations. An intuitionistic fuzzy set is a tool which is used for modelling real life problems like sale analysis, new product marketing, financial services and negotiation process.

The data is not always crisp in many complicated problems of many fields as: Economics, engineering, environment, social science, medical science, etc. Since uncertainties are always possesses in these problems, therefore we cannot always use the classical methods. There are many theories, viz., theory of probability, theory of fuzzy sets [23], theory of intuitionistic fuzzy sets [11, 12, 13], theory of vague sets [11], theory of interval mathematics [14, 15], and theory of rough sets [16] which can be used as mathematical tools to handle the uncertainties. But since there are many inherent difficulties in these theories, there was a need of a new concept for handling such difficulties. One of a new concept called soft set was introduced by Molodtsov in 1999 [16] as a general mathematical tool to overcome the problems related to uncertainties.

The soft set theory was applied by Molodtsov successfully in several directions, such as smoothness of functions, operations research, probability, game theory, Riemann integration, Perron integration, theory of measurement and so on. Chen et al. [17] and Xiao et al. [21] presented research on synthetically evaluating a method for business competitive capacity based on soft sets. Maji et. al. [15] gave a practical application of soft sets in decision making problems.

Soft matrix was introduced by Cagman et. al. [18] in 2010 which is the representation of a soft set, to define more operations in theoretical studies in soft sets. This representation has many advantages and applications in decision sciences.

The concept of fuzzy soft sets was introduced by Maji at. al. [13] in 2001 by combining soft sets and fuzzy sets with some properties viz fuzzy soft union, intersection, complement of a fuzzy soft set, De Morgan’s Law etc. Yang et. al. [23] defined the generalization of fuzzy soft sets and evaluated a decision making problem by using fuzzy soft sets. Mostly researchers have been studied the applications of fuzzy soft set theory in many real life situations (circumstances).

Yang [22] and C. Ji [24], defined fuzzy soft matrix (FSM) in 2011, which represents and calculate the data involving fuzzy soft sets. Cagman [19] and Enginoğlu defined fuzzy soft matrices and constructed a decision making problem. Fuzzy soft matrix theory and its application extended by Borah et. al. [20].


Cubic soft sets were introduced by Muthuuddin and Al-roqi [17]. They introduced the concept of (external, internal) cubic soft sets, P-cubic (resp., R-cubic) soft subsets, R-union (resp., R-intersection, P-union and P-intersection) of cubic soft sets and the complement of a cubic soft set. They also described some properties which are applied on cubic soft sets to BCK/BCI-algebras.

2 Preliminaries

Definition 2.1. Let $U$ be an initial universe, $P(U)$ be the power set of $U$, $E$ be the set of all parameters and $A \subseteq E$. A soft set $(f_A, E)$ on the universe $U$ is defined by the set of order pair

$$(f_A, E) = \{ (e, f_A(e)) : e \in E, f_A(e) \in P(U) \},$$

where $f_A : E \to P(U)$ such that $f_A(e) = \emptyset$ if $e \notin A$.

Here $f_A$ is called an approximate function of the soft set $(f_A, E)$. The set $f_A(e)$ is called an $e$-approximate value set or an $e$-approximate set which consists of related objects of the parameter $e \in E$.

Example 2.2. Let we have a set of five shirts $W = \{w_1, w_2, w_3, w_4, w_5\}$ and a set of parameters such as $V = \{\text{red}(v_1), \text{pink}(v_2), \text{purple}(v_3)\}$. Let $A = \{v_1, v_2\}, A \subseteq V$, $f_A(v_1) = \{w_1, w_2, w_3, w_4\}$ and $f_A(v_2) = \{w_1, w_2, w_3\}$. Then $(f_A, V) = \{(v_1, \{w_1, w_2, w_3, w_4\}), (v_2, \{w_1, w_2, w_3\})\}$ is the soft set over $W$ which represents the “colour of the shirts” which Mr. X is going to buy.

Definition 2.3. Let $U$ be an initial universe, $E$ be the set of all parameters and $A \subseteq E$. A pair $(F, A)$ is called a fuzzy set over $U$ where $F : A \to P(U)$ is a mapping from $A$ into $P(U)$, where $P(U)$ denotes the collection of all subsets of $U$. 
Example 2.4. Consider the Example 2.3, here we can not express with only two real numbers 0 and 1, we can characterized it by a membership function instead of crisp number 0 and 1, which associate with each element a real number in the interval [0, 1]. Then

\[(f_A, V) = \{f_A(v_1) = \{(w_1, 0.3), (w_2, 0.6), (w_3, 0.5), (w_4, 0.2)\}, f_A(v_2) = \{(w_1, 0.4), (w_2, 0.7), (w_3, 0.5)\}\}.

Definition 2.5. Let \((f_A, E)\) be a fuzzy soft set over \(U\). Then a subset of \(U \times E\) is uniquely defined by \(R_A = \{(u, e) : e \in A, u \in f_A(e)\}\), which is called relation form of \((f_A, E)\). The characteristic function of \(R_A\) is written by \(\nu_{R_A} : U \times E \to [0, 1]\), where \(\nu_{R_A}(u, e) \in [0, 1]\) is the membership value of \(u \in U\) for each \(e \in E\). If \(\nu_{ij} = \nu_{R_A}(u, e_j)\), then we can define a matrix

\[
[\nu_{ij}]_{m \times n} = \begin{bmatrix}
\nu_{11} & \nu_{12} & \cdots & \nu_{1n} \\
\nu_{21} & \nu_{22} & \cdots & \nu_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\nu_{m1} & \nu_{m2} & \cdots & \nu_{mn}
\end{bmatrix},
\]

which is called an \(m \times n\) soft matrix of the soft set \((f_A, E)\) over \(U\). Therefore we can say that a fuzzy soft set \((f_A, E)\) is uniquely characterized by the matrix \([\nu_{ij}]_{m \times n}\) and both concepts are interchangeable.

Example 2.6. Assume that \(U = \{u_1, u_2, u_3, u_4, u_5, u_6\}\) is a universal set and \(E = \{e_1, e_2, e_3, e_4\}\) is a set of all parameters. If \(A = \{e_1, e_2, e_3\} \subseteq E\) and

\[
\begin{align*}
f(e_1) &= \{(u_1, 0.2), (u_2, 0.1), (u_3, 0.5), (u_4, 0.3), (u_5, 0.7), (u_6, 0.9)\}, \\
f(e_2) &= \{(u_1, 0.9), (u_2, 0.3), (u_3, 0.8), (u_4, 0.4), (u_5, 0.6), (u_6, 0.2)\}, \\
f(e_3) &= \{(u_1, 0.6), (u_2, 0.4), (u_3, 0.2), (u_4, 0.5), (u_5, 0.3), (u_6, 0.8)\},
\end{align*}
\]

then the fuzzy soft set \((f_A, E)\) is a parameterized family \(\{f_A(e_1), f_A(e_2), f_A(e_3)\}\) of all fuzzy sets over \(U\). Hence the fuzzy soft matrix \([\nu_{ij}]\) can be written as

\[
[\nu_{ij}]_{6 \times 4} = \begin{bmatrix}
0.2 & 0.9 & 0.6 & 0.0 \\
0.1 & 0.3 & 0.4 & 0.0 \\
0.5 & 0.8 & 0.2 & 0.0 \\
0.3 & 0.4 & 0.5 & 0.0 \\
0.7 & 0.6 & 0.3 & 0.0 \\
0.9 & 0.2 & 0.8 & 0.0
\end{bmatrix}.
\]

Definition 2.7. Let \(U\) be an initial universe, \(E\) be the set of parameters and \(A \subseteq E\). Suppose that \((f_A, E)\) is an intuitionistic fuzzy soft set (IFSS) over \(U\). Then a subset of \(U \times E\) is uniquely defined by \(R_A = \{(u, e) : e \in A, u \in f_A(e)\}\), which is called relation form of \((f_A, E)\). The membership and non-membership functions of \(R_A\) are given by \(\nu_{R_A} : U \times E \to [0, 1]\) and \(\omega_{R_A} : U \times E \to [0, 1]\) where \(\nu_{R_A}(u, e) \in [0, 1]\) and \(\omega_{R_A}(u, e) \in [0, 1]\) are the membership value and non-membership value of \(u \in U\) for each \(e \in E\), respectively. If \((\nu_{ij}, \omega_{ij}) = (\nu_{ij}(u_1, e_j), \omega_{ij}(u_1, e_j))\), then we can define a matrix as

\[
[\nu_{ij}, \omega_{ij}]_{m \times n} = \begin{bmatrix}
(\nu_{11}, \omega_{11}) & (\nu_{12}, \omega_{12}) & \cdots & (\nu_{1n}, \omega_{1n}) \\
(\nu_{21}, \omega_{21}) & (\nu_{22}, \omega_{22}) & \cdots & (\nu_{2n}, \omega_{2n}) \\
\vdots & \vdots & \ddots & \vdots \\
(\nu_{m1}, \omega_{m1}) & (\nu_{m2}, \omega_{m2}) & \cdots & (\nu_{mn}, \omega_{mn})
\end{bmatrix},
\]

which is called an \(m \times n\) IFSM of IFSS \((f_A, E)\) over \(U\). Therefore we can say that IFSS \((f_A, E)\) is uniquely characterized by the matrix \([\nu_{ij}, \omega_{ij}]_{m \times n}\) and both concepts are interchangeable. The set of all \(m \times n\) IFS matrices are denoted by \(\text{IFSM}_{m \times n}\).

Example 2.8. Let \(U = \{u_1, u_2, u_3, u_4, u_5\}\) be a universal set and \(E = \{e_1, e_2, e_3, e_4\}\) be a set of parameters. If \(A = \{e_1, e_2, e_3\} \subseteq E\) and

\[
\begin{align*}
f_A(e_1) &= \{(u_1, 0.2, 0.3), (u_2, 0.1, 0.4), (u_3, 0.3, 0.6), (u_4, 0.7, 0.5), (u_5, 0.8, 0.9)\}, \\
f_A(e_2) &= \{(u_1, 0.1, 0.5), (u_2, 0.4, 0.2), (u_3, 0.7, 0.3), (u_4, 0.4, 0.8), (u_5, 0.9, 0.1)\}, \\
f_A(e_3) &= \{(u_1, 0.5, 0.4), (u_2, 0.7, 0.6), (u_3, 0.3, 0.8), (u_4, 0.2, 0.7), (u_5, 0.1, 0.4)\},
\end{align*}
\]
then IFSS \( (f_A, E) \) is a parametrized family \( \{f_A(e_1), f_A(e_2), f_A(e_3) \} \) of all IFSS over \( U \). Hence IFSM \( [(v_{ij}, \omega_{ij})]_{m \times n} \) can be written as

\[
[(v_{ij}, \omega_{ij})] = \begin{bmatrix}
(0.2, 0.3) & (0.1, 0.5) & (0.5, 0.4) & (0, 0) \\
(0.1, 0.4) & (0.4, 0.2) & (0.7, 0.6) & (0, 0) \\
(0.3, 0.6) & (0.7, 0.3) & (0.3, 0.8) & (0, 0) \\
(0.7, 0.5) & (0.4, 0.8) & (0.2, 0.7) & (0, 0) \\
(0.8, 0.9) & (0.9, 0.1) & (0.1, 0.4) & (0, 0)
\end{bmatrix}.
\]

**Definition 2.9.** Let \( X \) be a nonempty set. By a cubic set in \( X \) we mean a structure

\[ \mathfrak{A} = \{(x, A(x), \lambda(x)) | x \in X\}, \]

in which \( A \) is an interval valued fuzzy set (IVF set) in \( X \) and \( \lambda \) is a fuzzy set in \( X \) which is denoted by \( \mathfrak{A} = (A, \lambda) \). Let us denote the collection of all cubic sets by \( C^U \).

A cubic set \( \mathfrak{A} = (A, \lambda) \), in which \( A(x) = 0 \) and \( \lambda(x) = 1 \) (resp. \( A(x) = 1 \) and \( \lambda(x) = 0 \)) for all \( x \in X \) is denoted by \( \tilde{1} \) (resp. \( \tilde{1} \)).

A cubic set \( \mathfrak{B} = (B, \mu) \), in which \( B(x) = 0 \) and \( \mu(x) = 0 \) (resp. \( B(x) = 1 \) and \( \mu(x) = 1 \)) for all \( x \in X \) is denoted by \( \tilde{0} \) (resp. \( \tilde{1} \)).

**Cubic Soft Set:** Let we have a universal set \( U \) and the set of parameters \( V \). If \( W \subset V \), then the cubic soft set over \( U \) is represented by a pair \( (\delta, W) \), where \( \delta = (\tilde{\rho}_\delta, \tilde{\sigma}_\delta) \) is a mapping given by \( \tilde{\rho}_\delta : W \to P(C^U) \) and \( \tilde{\sigma}_\delta : W \to C^U \) where \( P(C^U) \) is the power set of \( C^U \) and \( C^U \) is the set of all cubic subsets.

**Cubic Soft Matrix:** Let the set of universe be \( U = \{p_1, p_2, p_3, \ldots, p_n\} \) and the set of parameters be \( V = \{q_1, q_2, q_3, \ldots, q_m\} \). If \( W \subset V \), then \( (\delta, W) \) is a cubic soft set over \( U \), where \( \delta = (\tilde{\rho}_\delta, \tilde{\sigma}_\delta) \) is a mapping given by \( \tilde{\rho}_\delta : W \to P(C^U) \) and \( \tilde{\sigma}_\delta : W \to C^U \) where \( P(C^U) \) is the power set of \( C^U \) and \( C^U \) is the set of all cubic subsets. The matrix representation of cubic soft set \( (\delta, W) \) is \( \tilde{M}_{n \times m} = [\tilde{a}_{ij}, \tilde{a}_{ij}]_{n \times m} \) or simply \( \tilde{M} = [\tilde{a}_{ij}, \tilde{a}_{ij}] \), for \( i = 1, 2, \ldots, n \) and \( j = 1, 2, 3, \ldots, m \), which is called the cubic soft matrix, where

\[ \tilde{a}_{ij} = \begin{cases} \tilde{\rho}_\delta(q_i) & \text{if } q_i \in W \\ 0, 0 & \text{otherwise} \end{cases}, \]

and

\[ a_{ij} = \begin{cases} \sigma_\delta(q_i) & \text{if } q_i \in W \\ 1 & \text{otherwise} \end{cases}, \]

\( (\tilde{\rho}_\delta(q_i), \sigma_\delta(q_i)) \) represents the element of \( \tilde{M} \) corresponds to element \( p_i \) of \( U \), for \( i = 1, 2, 3, \ldots, n \), where \( \tilde{\rho}_\delta(q_i) = [\alpha_{ki}, \beta_{ki}] \) and \( \sigma_\delta(q_i) = \omega_{ki} \) where \( \alpha, \beta, \omega \in [0, 1], k = 1, 2, 3, \ldots, n \) and \( l = 1, 2, 3, \ldots, m \).

\[ \tilde{M}_{n \times m} = [\tilde{a}_{ij}, \tilde{a}_{ij}]_{n \times m} = \begin{bmatrix} (\tilde{a}_{11}, \tilde{a}_{11}) & (\tilde{a}_{12}, \tilde{a}_{12}) & \cdots & (\tilde{a}_{1m}, \tilde{a}_{1m}) \\ (\tilde{a}_{21}, \tilde{a}_{21}) & (\tilde{a}_{22}, \tilde{a}_{22}) & \cdots & (\tilde{a}_{2m}, \tilde{a}_{2m}) \\ \vdots & \vdots & \ddots & \vdots \\ (\tilde{a}_{n1}, \tilde{a}_{n1}) & (\tilde{a}_{n2}, \tilde{a}_{n2}) & \cdots & (\tilde{a}_{nm}, \tilde{a}_{nm}) \end{bmatrix}, \]

or

\[ \tilde{M}_{n \times m} = [\tilde{a}_{ij}, \tilde{a}_{ij}]_{n \times m} = \begin{bmatrix} ([\alpha_{11}, \beta_{11}], \omega_{11}) & ([\alpha_{12}, \beta_{12}], \omega_{12}) & \cdots & ([\alpha_{1m}, \beta_{1m}], \omega_{1m}) \\ ([\alpha_{21}, \beta_{21}], \omega_{21}) & ([\alpha_{22}, \beta_{22}], \omega_{22}) & \cdots & ([\alpha_{2m}, \beta_{2m}], \omega_{2m}) \\ \vdots & \vdots & \ddots & \vdots \\ ([\alpha_{n1}, \beta_{n1}], \omega_{n1}) & ([\alpha_{n2}, \beta_{n2}], \omega_{n2}) & \cdots & ([\alpha_{nm}, \beta_{nm}], \omega_{nm}) \end{bmatrix}. \]

**Example 2.10.** Suppose \( U = \{u_1, u_2, u_3, u_4, u_5\} \) is a universal set where \( u_1, u_2, u_3, u_4, u_5 \) are representing five houses under consideration, and \( E = \{e_1, e_2, e_3, e_4\} \) is the set of parameters, where \( e_i \) stands for “beautiful”, “large”, “cheap” and “in water surroundings”, respectively. Consider \( A = \{e_1, e_2, e_3\} \subset E \) and
δ is the mapping from A to the set of all cubic subsets of power set of U (δ : A → P(U)). Consider a cubic soft set (δ, A) which describes the “attractiveness of houses” that is considering for purchase. Then cubic soft set (δ, A) is given as

\[(\delta, A) = [(\bar{\mu}_\delta, \eta_\delta)]_{m \times n}, \text{ where }\]

\[\bar{\mu}_\delta(e_1) = \{(u_1, [0.1, 0.2]), (u_2, [0.2, 0.4]), (u_3, [0.3, 0.4]), (u_4, [0.2, 0.3]), (u_5, [0.4, 0.6])\},\]

\[\bar{\mu}_\delta(e_2) = \{(u_1, [0.2, 0.3]), (u_2, [0.1, 0.5]), (u_3, [0.3, 0.4]), (u_4, [0.2, 0.6]), (u_5, [0.5, 0.7])\},\]

\[\bar{\mu}_\delta(e_3) = \{(u_1, [0.1, 0.5]), (u_2, [0.2, 0.5]), (u_3, [0.4, 0.6]), (u_4, [0.3, 0.6]), (u_5, [0.4, 0.7])\},\]

and

\[\eta_\delta(e_1) = \{(u_1, 0.4), (u_2, 0.1), (u_3, 0.2), (u_4, 0.5), (u_5, 0.3)\},\]

\[\eta_\delta(e_2) = \{(u_1, 0.4), (u_2, 0.6), (u_3, 0.2), (u_4, 0.3), (u_5, 0.1)\},\]

\[\eta_\delta(e_3) = \{(u_1, 0.2), (u_2, 0.7), (u_3, 0.8), (u_4, 0.1), (u_5, 0.5)\}.

We would represent this cubic soft set in matrix form as:

\[
\begin{bmatrix}
(0,1,0.2,0.66) & (0.2,0.3,0.66) & (0.4,0.6,0.66) & (0,0,0,0) & (0,0,0,0) \\
(0.2,0.4,0.66) & (0.1,0.5,0.66) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0.3,0.4,0.66) & (0.3,0.4,0.66) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0.2,0.3,0.66) & (0.2,0.6,0.66) & (0.3,0.6,0.66) & (0,0,0,0) & (0,0,0,0) \\
(0.4,0.6,0.66) & (0.5,0.7,0.66) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0)
\end{bmatrix}.
\]

Note. It is worth mentioning to add here that a cubic soft matrix is more general than a soft matrix (see example above).

**Cubic Soft Null(Zero) Matrix:** Let \(\bar{U} = [(\bar{a}_{ij}, b_{ij})] \in CSM_{m \times n}\). Then \(\bar{U}\) is called a Zero Cubic Null Matrix denoted by \(\mathcal{O} = [(0,0)]\) if \(\bar{a}_{ij} = [0,0]\) and \(b_{ij} = 0\) for all \(i, j\).

**Example 2.11.**

\[
\mathcal{O} = \begin{bmatrix}
(0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0) & (0,0,0) & (0,0,0) & (0,0,0)
\end{bmatrix}.
\]

Addition of intervals:

\([x_1, x_2] + [y_1, y_2] = [x_1 + y_1, x_2 + y_2]\), where \(x_1, x_2, y_1, y_2 \in [0,1]\).

Subtraction of intervals:

\([x_1, x_2] - [y_1, y_2] = [x_1 - y_2, x_2 - y_1]\), where \(x_1, x_2, y_1, y_2 \in [0,1]\).

Scalar multiplication of interval:
Let \(R\) be any scalar number and \([x, y]\) be any interval then the scalar multiplication is given as

\(R[x, y] = [Rx, Ry]\).

### 3 Applications of cubic soft matrix by using weighted arithmetic mean (\(\bar{S}_{WAM}\)) in decision making

In following we define arithmetic mean and weighted arithmetic mean of cubic soft matrix.

Let \(S = [(\bar{a}_{ij}, a_{ij})] \in CSM_{m \times n}\). Then Weighted Arithmetic Mean of Cubic Soft Matrix \(\bar{S}\) of membership value \(\bar{a}_{ij}\) and non-membership value \(a_{ij}\) denoted by \(\bar{S}_{WAM}\) is defined as

\[
\bar{S}_{WAM} = \left[\frac{\sum_{j=1}^{n} \bar{a}_{ij}}{n}, \frac{\sum_{j=1}^{n} a_{ij}}{n}\right],
\]
when weights are same.

Let $S = [\tilde{a}_{ij}, a_{ij}] \in CSM_{m \times n}$. Then Weighted Arithmetic Mean of Cubic Soft Matrix $\tilde{S}$ for membership and non-membership value denoted by $\tilde{S}_{WAM}$ is defined as

$$\tilde{S}_{WAM} = \left[ \left\{ \frac{\sum_{j=1}^{n} w_j \tilde{a}_{ij}}{\sum_{j=1}^{n} w_j}, \frac{\sum_{j=1}^{n} w_j a_{ij}}{\sum_{j=1}^{n} w_j} \right\} \right],$$

where $w_j$ are respective weights for $j = 1, 2, 3, ..., n$.

**Algorithm 3.1.**

**Step-1:** Select the set of parameters.

**Step-2:** Construct the cubic soft matrix for the set of parameters.

**Step-3:** Calculate the weighted arithmetic mean of membership and non-membership value of cubic soft matrix as $\tilde{S}_{WAM}$.

**Step-4:** Choose the object with the highest membership value.

In case of tie i.e., when at the same time more than one object having same highest membership value, choose the object with the highest membership value as well as the lowest non-membership value.

**Example 3.2.** Let we have $U = \{h_1, h_2, h_3, h_4, h_5\}$ as a set of universe where $h_1, h_2, h_3, h_4, h_5$ represents the five different types of mobile phones and let the set of parameters be $E = \{e_1 \text{ (battery timing)}, e_2 \text{ (camera quality)}, e_3 \text{ (speed)}\}$.

Suppose Mr. $X$ wants to buy a mobile phone. Then cubic soft set based on the above parameters is as follow

$$(F, E) = \{(e_1, f(e_1)), (e_2, f(e_2)), (e_3, f(e_3))\},$$

where

$$f(e_1) = (h_1, ([0.4, 0.5], 0.1)), (h_2, ([0.1, 0.9], 0.2)), (h_3, ([0.3, 0.5], 0.4)), (h_4, ([0.4, 0.6], 0.3)), (h_5, ([0.1, 0.6], 0.9))),$$

$$f(e_2) = ((h_1, ([0.2, 0.3], 0.4)), (h_2, ([0.1, 0.5], 0.3)), (h_3, ([0.3, 0.6], 0.5)), (h_4, ([0.2, 0.5], 0.4)), (h_5, ([0.1, 0.6], 0.9))),$$

$$f(e_3) = ((h_1, ([0.3, 0.4], 0.2)), (h_2, ([0.1, 0.3], 0.4)), (h_3, ([0.1, 0.7], 0.6)), (h_4, ([0.3, 0.5], 0.1)), (h_5, ([0.4, 0.8], 0.2))),$$

and the corresponding cubic soft matrix is

$$\tilde{S} = \begin{bmatrix}
([0.4, 0.5], 0.1) & ([0.2, 0.3], 0.4) & ([0.3, 0.4], 0.2) \\
([0.1, 0.9], 0.2) & ([0.1, 0.5], 0.3) & ([0.1, 0.3], 0.4) \\
([0.3, 0.5], 0.4) & ([0.3, 0.6], 0.5) & ([0.1, 0.7], 0.6) \\
([0.4, 0.6], 0.3) & ([0.2, 0.5], 0.4) & ([0.3, 0.5], 0.1) \\
([0.1, 0.6], 0.9) & ([0.3, 0.6], 0.8) & ([0.4, 0.8], 0.2)
\end{bmatrix}.$$ 

The arithmetic mean of above cubic soft matrix is

$$\bar{S}_{AM} = \begin{bmatrix}
([0.3, 0.4], 0.23) \\
([0.1, 0.56], 0.3) \\
([0.23, 0.6], 0.5) \\
([0.3, 0.53], 0.26) \\
([0.26, 0.66], 0.63)
\end{bmatrix}.$$ 

If we prefer battery timing of the mobile phone and 0.7, 0.2, 0.1 are weights used for the parameters “battery timing”, ”camera quality”, ”best speed”, respectively, then weighted arithmetic mean is
The membership value matrix corresponding to the matrix $\text{Cubic soft complement matrix}$ is $\tilde{S}_{WAM}$

\[
\tilde{S}_{WAM} = \begin{bmatrix}
(0.35, 0.45), 0.17 \\
(0.1, 0.76), 0.24 \\
(0.28, 0.54), 0.44 \\
(0.35, 0.57), 0.3 \\
(0.17, 0.62), 0.81
\end{bmatrix}.
\]

From the above result we get $[0.1, 0.56]$ as the highest membership value if we use equal preference, which shows that the most appropriate mobile phone for Mr. X is $h_2$. But also we conclude that if we use more preference on "battery timing" than other parameters (camera quality, speed), then the most appropriate mobile phone for Mr. X is $h_2$.

4 Applications of cubic soft matrix in medical diagnosis

**Definition 4.1.** The membership value matrix corresponding to the matrix $\tilde{A}$ is $\text{MV}(\tilde{A}) = [\delta ij]_{m \times n}$, where $\delta ij = \mu ij - \gamma ij \forall i = 1, 2, \ldots, m$ and $j = 1, 2, \ldots, n$. $\mu ij$ and $\gamma ij$ represent the fuzzy membership function and fuzzy reference function respectively of $u_i$ in the fuzzy set $F(e_j)$.

**Definition 4.2.** Let $\tilde{A} = [(\tilde{a} ij, a ij)]_{m \times n}$, where $\tilde{a} ij = [a_1, a_2]$, such that $0 \leq a_1 \leq a_2 \leq 1$ and $a ij \in [0, 1]$. Also, let $\tilde{B} = [(\tilde{b} jk, b jk)]_{n \times p}$, where $b jk = [b_1, b_2]$ such that $0 \leq b_1 \leq b_2 \leq 1$. Then

\[d_{jk} = \text{length}([b_1, b_2]) - b_{jk},\]

gives the membership value. We now define $\tilde{A} \cdot \tilde{B}$, the product of $\tilde{A}$ and $\tilde{B}$ as

$\tilde{A} \cdot \tilde{B} = [c_{ik}]_{m \times p} = \max - \min(\tilde{a} ij, \tilde{b} jk), \min - \max(a ij, b jk)]_{m \times n}, 1 \leq i \leq m, 1 \leq k \leq p$ for all $j = 1, 2, \cdots, n$.

**Definition 4.3.** *Cubic soft universal matrix:* A cubic soft matrix $\tilde{A} = [(\tilde{a} ij, a ij)]_{m \times n}$ is called cubic soft universal matrix and denoted by $U$ if $\tilde{a} ij = [1, 1]$ and $a ij = 1$, for all $i$ and $j$.

**Example 4.4.**

\[
\tilde{U} = \begin{bmatrix}
([1, 1], 1) & ([1, 1], 1) & ([1, 1], 1) & ([1, 1], 1) \\
([1, 1], 1) & ([1, 1], 1) & ([1, 1], 1) & ([1, 1], 1) \\
([1, 1], 1) & ([1, 1], 1) & ([1, 1], 1) & ([1, 1], 1) \\
([1, 1], 1) & ([1, 1], 1) & ([1, 1], 1) & ([1, 1], 1)
\end{bmatrix}_{4 \times 4}.
\]

**Definition 4.5.** *Cubic soft complement matrix:* If $\tilde{A} = [(\tilde{a} ij, a ij)]_{m \times n}$ is a cubic soft matrix, then complement of $\tilde{A}$ is $\tilde{A}^C = [(\tilde{a}^C ij, a^C ij)]_{n \times m}$ and defined as

\[a^C ij = [1 - \beta_{bc}, 1 - \alpha_{bc}] \text{ and } a^C ij = 1 - \omega_{bc}, \text{ for all } i \text{ and } j,
\]

where $\tilde{a} ij = \tilde{r} \delta (e_i) j = [\alpha_{bc}, \beta_{bc}]$ and $a ij = \tilde{r} \delta (e_i) j = \omega_{bc}$ such that $\alpha, \beta, \omega \in [0, 1]$ and $R = 1, 2, 3, \ldots, m$ and $C = 1, 2, 3, \ldots, n$.

Consider $\tilde{A}$ is a cubic soft matrix such that

\[
\tilde{A} = \begin{bmatrix}
([0.66, 0.88], 0.66) & ([0.77, 0.88], 0.77) \\
([0.55, 0.66], 0.55) & ([0.88, 0.99], 0.88)
\end{bmatrix}_{2 \times 2}.
\]

Then complement $\tilde{A}^C$ of matrix $\tilde{A}$ is given as:

\[
\tilde{A}^C = \begin{bmatrix}
([0.12, 0.34], 0.34) & ([0.12, 0.23], 0.23) \\
([0.34, 0.45], 0.45) & ([0.01, 0.12], 0.12)
\end{bmatrix}_{2 \times 2}.
\]
5 Methodology

Here we will present an algorithm for diagnosis the disease by using the cubic soft matrices. Suppose \( P = \{p_1, p_2, p_3, \ldots, p_m\} \) is a set of \( m \) patients having a set of \( n \) symptoms \( S = \{s_1, s_2, s_3, \ldots, s_n\} \) related to a set of \( k \) diseases \( D = \{d_1, d_2, d_3, \ldots, d_k\} \).

To diagnose which patient has what disease we will apply cubic soft set theory to develop a technique through Sanchez’s method.

For this, construct a cubic soft set \((\tilde{F}, D)\) over \( S \). This cubic soft set gives a relation matrix \( \tilde{A} \), called symptom-disease matrix, where each element denote the weight of the symptoms for a certain disease. Also, its complement \((\tilde{F}, D)^c\) gives another relation matrix \( \tilde{A}^c \) called non-symptom disease matrix. We call the matrices \( \tilde{A} \) and \( \tilde{A}^c \) as medical knowledge of cubic soft set.

Then construct another cubic soft set \((G, S)\) over \( P \). This cubic soft set gives a relation matrix \( \tilde{B} \), called patient symptom matrix. Similarly, its complement \((G, S)^c\) gives the relation matrix \( \tilde{B}^c \) called patient non-symptom matrix.

Thus the general form of \( \tilde{A} \) and \( \tilde{A}^c \) are

\[
\tilde{A} = \begin{bmatrix}
(a_{11}, a_{11}) & (a_{12}, a_{12}) & \cdots & (a_{1n}, a_{1n}) \\
(a_{21}, a_{21}) & (a_{22}, a_{22}) & \cdots & (a_{2n}, a_{2n}) \\
\vdots & \vdots & \ddots & \vdots \\
(a_{m1}, a_{m1}) & (a_{m2}, a_{m2}) & \cdots & (a_{mn}, a_{mn})
\end{bmatrix},
\]

\[
\tilde{A}^c = \begin{bmatrix}
(I - \tilde{a}_{11}, 1 - \tilde{a}_{11}) & (I - \tilde{a}_{12}, 1 - \tilde{a}_{12}) & \cdots & (I - \tilde{a}_{1n}, 1 - \tilde{a}_{1n}) \\
(I - \tilde{a}_{21}, 1 - \tilde{a}_{21}) & (I - \tilde{a}_{22}, 1 - \tilde{a}_{22}) & \cdots & (I - \tilde{a}_{2n}, 1 - \tilde{a}_{2n}) \\
\vdots & \vdots & \ddots & \vdots \\
(I - \tilde{a}_{m1}, 1 - \tilde{a}_{m1}) & (I - \tilde{a}_{m2}, 1 - \tilde{a}_{m2}) & \cdots & (I - \tilde{a}_{mn}, 1 - \tilde{a}_{mn})
\end{bmatrix},
\]

and the general form of \( \tilde{B} \) and \( \tilde{B}^c \)

\[
\tilde{B} = \begin{bmatrix}
(b_{11}, b_{11}) & (b_{12}, b_{12}) & \cdots & (b_{1n}, b_{1n}) \\
(b_{21}, b_{21}) & (b_{22}, b_{22}) & \cdots & (b_{2n}, b_{2n}) \\
\vdots & \vdots & \ddots & \vdots \\
(b_{m1}, b_{m1}) & (b_{m2}, b_{m2}) & \cdots & (b_{mn}, b_{mn})
\end{bmatrix},
\]

\[
\tilde{B}^c = \begin{bmatrix}
(I - \tilde{b}_{11}, 1 - \tilde{b}_{11}) & (I - \tilde{b}_{12}, 1 - \tilde{b}_{12}) & \cdots & (I - \tilde{b}_{1n}, 1 - \tilde{b}_{1n}) \\
(I - \tilde{b}_{21}, 1 - \tilde{b}_{21}) & (I - \tilde{b}_{22}, 1 - \tilde{b}_{22}) & \cdots & (I - \tilde{b}_{2n}, 1 - \tilde{b}_{2n}) \\
\vdots & \vdots & \ddots & \vdots \\
(I - \tilde{b}_{m1}, 1 - \tilde{b}_{m1}) & (I - \tilde{b}_{m2}, 1 - \tilde{b}_{m2}) & \cdots & (I - \tilde{b}_{mn}, 1 - \tilde{b}_{mn})
\end{bmatrix},
\]

where \( I \) is unit interval.

By using the definition, we get the matrices \( \tilde{T}_1 = \tilde{B}.\tilde{A} \) and \( \tilde{T}_2 = \tilde{B}.\tilde{A}^c \) called the patient symptom disease matrix and patient symptom non-disease matrix, respectively, similarly we get \( \tilde{T}_3 = \tilde{B}^c.\tilde{A} \) and \( \tilde{T}_4 = \tilde{B}^c.\tilde{A}^c \) called the patient non-symptom disease matrix and patient non-symptom non-disease matrix, respectively.

Using Definition 9, we obtain the corresponding membership value matrices \( MV(\tilde{T}_1) \), \( MV(\tilde{T}_2) \), \( MV(\tilde{T}_3) \) and \( MV(\tilde{T}_4) \). We calculate the diagnosis score \( \tilde{S}_{T_1} \) and \( \tilde{S}_{T_2} \) for and against the disease respectively as

\[
\tilde{S}_{T_1} = [\gamma(\tilde{T}_1)_{ij}]_{m \times n}, \text{ where } \gamma(\tilde{T}_1)_{ij} = \delta(\tilde{T}_1)_{ij} - \delta(\tilde{T}_3)_{ij},
\]

and

\[
\tilde{S}_{T_2} = [\gamma(\tilde{T}_2)_{ij}]_{m \times n}, \text{ where } \gamma(\tilde{T}_2)_{ij} = \delta(\tilde{T}_2)_{ij} - \delta(\tilde{T}_4)_{ij}.
\]

Now, if \( \max_j [\tilde{S}_{T_1}(p_i, d_j) - \tilde{S}_{T_2}(p_i, d_j)] \), then we have
Algorithm 5.1. Step-1: Input the cubic soft set \((F, D)\) and compute \((F, D)^c\). Compute the corresponding matrices \(A\) and \(\tilde{A}\).

Step-2: Input the cubic soft set \((G, S)\) and compute \((G, S)^c\). Compute the corresponding matrices \(\tilde{B}\) and \(\tilde{B}^c\).

Step-3: Compute \(T_1 = \tilde{B} \cdot A\), \(T_2 = \tilde{B} \cdot \tilde{A}^c\), \(T_3 = \tilde{B}^c \cdot \tilde{A}\), and \(T_4 = \tilde{B}^c \cdot \tilde{A}^c\).

Step-4: Compute the corresponding membership value matrices \(MV(T_1), MV(T_2), MV(T_3)\) and \(MV(T_4)\).

Step-5: Compute the diagnosis score \(S_{T_1}^2\) and \(S_{T_2}^2\).

Step-6: Find \(S_k = \max_j[S_{T_2}^2(p_i, d_j) - S_{T_1}^2(p_i, d_j)]\).

Then we conclude that the patient \(p_i\) is suffering from the disease \(d_k\). If \(S_k\) has more than one similar value, then go to step-1 and repeat the process by reassessing the symptoms for the patient.

Example 5.2. Suppose that there are three patients John, George and Albert in a hospital those who intake over dosage for sensual pleasure which will affect the brain cells lead to the symptoms of hysteria. Then the patient who used sleeping pills will have the side effect of headache and stomach pain, then the patient who take birth control pills will have side effect of depression and stroke. We consider the set \(S = \{s_1, s_2, s_3\}\) as universal set where \(s_1, s_2, s_3\) represent symptoms of hysteria, headache and stomach pain, depression and stroke problems, respectively, and the set \(D = \{d_1, d_2\}\) where \(d_1\) and \(d_2\) represent the parameters of side effect in the human body, particularly brain and heart problem disease, respectively.

Suppose,

\[
(F, D) = \{(F(d_1) = \{(s_1, ([0.3, 0.4, 0.2])), (s_2, ([0.2, 0.6, 0.7])), (s_3, ([0.3, 0.6, 0.5]))\),
\]

and complement of \((F, D)\) is defined as

\[
(F, D)^c = \{(F^c(d_1) = \{(s_1, ([0.6, 0.7, 0.8])), (s_2, ([0.4, 0.8, 0.3])), (s_3, ([0.4, 0.7, 0.5]))\),
\]

\[
\text{Now, the cubic fuzzy soft matrices } A \text{ and } A^c \text{ of cubic fuzzy soft set } (F, D) \text{ and its compliment set } (F, D)^c \text{, respectively, are given in the following.}
\]

\[
\tilde{A} = \begin{bmatrix}
(0.3, 0.4, 0.2) & (0.4, 0.8, 0.3) \\
(0.2, 0.6, 0.7) & (0.5, 0.6, 0.4) \\
(0.3, 0.6, 0.5) & (0.7, 0.8, 0.5)
\end{bmatrix},
\]

\[
\tilde{A}^c = \begin{bmatrix}
(0.6, 0.7, 0.8) & (0.2, 0.6, 0.7) \\
(0.4, 0.8, 0.3) & (0.4, 0.5, 0.6) \\
(0.4, 0.7, 0.5) & (0.2, 0.3, 0.5)
\end{bmatrix}.
\]

Next suppose,

\[
(G, S) = \{(G(s_1) = \{(p_1, ([0.4, 0.7, 0.2])), (p_2, ([0.3, 0.6, 0.4])), (p_3, ([0.5, 0.8, 0.3]))\),
\]

\[
G^c(s_2) = \{(p_1, ([0.7, 0.8, 0.5])), (p_2, ([0.1, 0.4, 0.6])), (p_3, ([0.2, 0.4, 0.7]))\},
\]

\[
G(s_3) = \{(p_1, ([0.1, 0.3, 0.8])), (p_2, ([0.7, 0.9, 0.1])), (p_3, ([0.2, 0.6, 0.5]))\},
\]

and complement of \((G, S)\) is given by

\[
(G, S)^c = \{(G^c(s_1) = \{(p_1, ([0.3, 0.6, 0.8])), (p_2, ([0.4, 0.7, 0.6])), (p_3, ([0.2, 0.5, 0.7]))\),
\]

\[
G^c(s_2) = \{(p_1, ([0.2, 0.3, 0.5])), (p_2, ([0.6, 0.9, 0.4])), (p_3, ([0.6, 0.8, 0.3]))\}
\]

\[
G^c(s_3) = \{(p_1, ([0.7, 0.9, 0.2])), (p_2, ([0.1, 0.3, 0.9])), (p_3, ([0.4, 0.8, 0.5]))\}.
\]
Now, the cubic soft matrices $\bar{B}$ and $\bar{B}^c$ of cubic soft sets $(G, S)$ and its compliment set $(G, S)^c$, respectively, are given in the following.

\[
\bar{B} = \begin{bmatrix}
(0.4, 0.7, 0.2) & (0.7, 0.8, 0.5) & (0.1, 0.3, 0.8) \\
(0.3, 0.6, 0.4) & (0.1, 0.4, 0.6) & (0.7, 0.9, 0.1) \\
(0.5, 0.8, 0.3) & (0.2, 0.4, 0.7) & (0.2, 0.6, 0.5)
\end{bmatrix},
\]

\[
\bar{B}^c = \begin{bmatrix}
(0.4, 0.6, 0.8) & (0.2, 0.3, 0.5) & (0.7, 0.9, 0.8) \\
(0.4, 0.7, 0.6) & (0.6, 0.9, 0.4) & (0.1, 0.3, 0.9) \\
(0.2, 0.5, 0.7) & (0.6, 0.8, 0.3) & (0.4, 0.8, 0.5)
\end{bmatrix}.
\]

Now,

\[
\tilde{T}_1 = \bar{B} \cdot \bar{A} = \begin{bmatrix}
(0.1, 0.3, 0.2) & (0.4, 0.7, 0.3) \\
(0.1, 0.4, 0.4) & (0.3, 0.6, 0.4) \\
(0.3, 0.6, 0.3) & (0.5, 0.8, 0.3)
\end{bmatrix},
\]

\[
\tilde{T}_2 = \bar{B} \cdot \bar{A}^c = \begin{bmatrix}
(0.1, 0.3, 0.5) & (0.4, 0.7, 0.6) \\
(0.1, 0.4, 0.4) & (0.3, 0.6, 0.7) \\
(0.4, 0.7, 0.5) & (0.5, 0.8, 0.8)
\end{bmatrix},
\]

\[
\tilde{T}_3 = \bar{B}^c \cdot \bar{A} = \begin{bmatrix}
(0.7, 0.9, 0.5) & (0.3, 0.6, 0.5) \\
(0.6, 0.9, 0.7) & (0.4, 0.7, 0.5) \\
(0.3, 0.6, 0.6) & (0.2, 0.5, 0.4)
\end{bmatrix},
\]

\[
\tilde{T}_4 = \bar{B}^c \cdot \bar{A}^c = \begin{bmatrix}
(0.7, 0.9, 0.5) & (0.3, 0.6, 0.5) \\
(0.6, 0.9, 0.4) & (0.4, 0.7, 0.6) \\
(0.4, 0.7, 0.3) & (0.2, 0.5, 0.5)
\end{bmatrix}.
\]

Now, the membership value matrices of above cubic matrices are following

\[
MV(\tilde{T}_1) = \begin{bmatrix}
0 & 0 \\
0.1 & 0.1 \\
0 & 0
\end{bmatrix}, \quad MV(\tilde{T}_2) = \begin{bmatrix}
0.3 & 0.3 \\
0.1 & 0.4 \\
0.2 & 0.5
\end{bmatrix},
\]

\[
MV(\tilde{T}_3) = \begin{bmatrix}
0.3 & 0.2 \\
0.4 & 0.2 \\
0.3 & 0.1
\end{bmatrix}, \quad MV(\tilde{T}_4) = \begin{bmatrix}
0.3 & 0.2 \\
0.1 & 0.3 \\
0 & 0.2
\end{bmatrix}.
\]

Now, the diagnosis score $S_{\tilde{T}_1}$ and $S_{\tilde{T}_2}$ for and against the disease are following

\[
S_{\tilde{T}_1} = \begin{bmatrix}
-0.3 & -0.2 \\
-0.3 & -0.1 \\
-0.3 & -0.1
\end{bmatrix}, \quad S_{\tilde{T}_2} = \begin{bmatrix}
0 & 0.1 \\
0 & 0.1 \\
0.2 & 0.3
\end{bmatrix}.
\]

Now, the difference for and against the disease we have

\[
S_{\tilde{T}_2} - S_{\tilde{T}_1} = \begin{bmatrix}
0.3 & 0.3 \\
0.3 & 0.2 \\
0.5 & 0.4
\end{bmatrix}.
\]

### 6 Conclusion

In this paper, we introduced cubic soft matrices (CSM) and defined some arithmetic weighted arithmetic means on these matrices. We discussed several properties of CSM and investigated some results. In addition, we gave applications of these matrices in decision making problems and medical diagnosis.
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